
Proposed Methodology of a Hybrid Approach using 
Particle Swarm Optimization with Linear Crossover 

to solve Continuous Optimization Problem 
Dolly Verma1, Rashmi Shrivas2 

1,2MATS School of Engg. & Technology  

Abstract— The focus of this report is on the second topic. 
Actually, there are already lots of computational techniques 
inspired by biological systems. For example, artificial neural 
network is a simplified model of human brain; genetic algorithm 
is inspired by the human evolution. Here we discuss another type 
of biological system - social system, more specifically, the 
collective behaviors of simple individuals interacting with their 
environment and each other. Someone called it as swarm 
intelligence. 
Particle swarm optimization PSO simulates the behaviors of bird 
flocking. Suppose the following scenario: a group of birds are 
randomly searching food in an area. There is only one piece of 
food in the area being searched. All the birds do not know where 
the food is. But they know how far the food is in each iteration. So 
what's the best strategy to find the food? The effective one is to 
follow the bird which is nearest to the food. PSO learned from the 
scenario and used it to solve the optimization problems. In PSO, 
each single solution is a "bird" in the search space. We call it 
"particle". All of particles have fitness values which are evaluated 
by the fitness function to be optimized, and have velocities which 
direct the flying of the particles. The particles fly through the 
problem space by following the current optimum 
particles.Keywords— Particle swarm optimization, Evolutionary 
Algorithms, Genetic Crossover. 

1. INTRODUCTION

The term "Artificial Life" (A Life) is used to describe 
research into human-made systems that possess some of the 
essential properties of life. A Life includes two-folded 
research topic:  
i. A Life studies how computational techniques can
help when studying biological phenomena 
ii. A Life studies how biological techniques can help
out with computational problems 
Genetic algorithm is a search method that employs 
processes found in natural biological evolution. These 
algorithms search or operate on a given population of 
potential solutions to find those that approach some 
specification or criteria. To do this, the genetic algorithm 
applies the principle of survival of the fittest to find better 
and better approximations. At each generation, a new set of 
approximations is created by the process of selecting 
individual potential solutions (individuals) according to 
their level of fitness in the problem domain and breeding 
them together using operators borrowed from natural 
genetics. This process leads to the evolution of population 
of individuals that are better suited to their environment 
than the individuals that they were created from, just as in 
natural adaptation.  
Genetic algorithm (GAs) were invented by John Holland in 
the 1960s and were developed with his students and 
colleagues at the University of Michigan in the !(70s. 

Holland’s original goal was to investigate the mechanisms 
of adaptation in nature to develop methods in which these 
mechanisms could be imported into computer systems. 
GA is a method for deriving from one population of 
“chromosomes” (e.g., strings of ones and zeroes, or bits) a 
new population. This is achieved by employing “natural 
selection” together with the genetics inspired operators of 
recombination (crossover), mutation, and inversion. Each 
chromosome consists of genes(e.g. bits), and each gene is 
an instance of a particular allele(e.g,0 or 1).The selection 
operator chooses those chromosomes in the population that 
will be allowed to reproduce, and on average those 
chromosomes that have a higher fitness factor(defined 
below),produce more offspring than the less fit ones. 
Crossover swaps subparts of two chromosomes, roughly 
imitating biological recombination between two single 
chromosome (“haploid”) organisms; mutation randomly 
changes the allele values of some locations (locus) in the 
chromosome; and inversion reverses the order of a 
contiguous section of chromosome. 

2. PRELIMINARIES

In the field of evolutionary computation, it is common to 
compare different algorithms using a large test set, 
especially when the test involves function optimization. 
However, the effectiveness of an algorithm against another 
algorithm cannot be measured by the number of problems 
that it solves better. Here some bench mark functions 
discussed below for extracting the background information: 
2.1 Sphere function: 

Fig: Sphere Function 
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2.1.1 Dimensions: d 
The Sphere function has d local minima except for the 
global one. It is continuous, convex and unimodal. The plot 
shows its two dimensional form 
2.1.2 Input Domain: 

The function is usually evaluated on the hypercube  ∈ 
[5.12, 5.12], for all i = 1, …, d. 
2.1.3 Formula: 

 
2.1.4 Global Minimum: 

 
2.1.5 Search Domain: 

 
2.1  Rosenbrock Function: 

 
Fig: Rosenbrock Function 

 
2.2.1 Dimensions: d 
The Rosenbrock function, also referred to as the Valley or 
Banana function, is a popular test problem for gradient 
based optimization algorithms. It is shown in the plot above 
in its two dimensional form. The function is unimodal, and 
the global minimum lies in a narrow, parabolic valley. 
However, even though this valley is easy to find, 
convergence to the minimum is difficult. 
2.2.2 Input Domain: 

The function is usually evaluated on the hypercube ∈ 
[5,10], for all i = 1, …, d, although it may be restricted to 

the hypercube  ∈ [2.048,2.048], for all i = 1, …, d. 
2.2.3 Global Minimum: 

 
2.2.4 Formula: 

 

2.2 Rastrigin Function: 

 
Fig: Rastrigin Function 

2.3.1 Description: Dimensions: d 
The Rastrigin function has several local minima. It is 
highly multimodal, but locations of the minima are 
regularly distributed. It is shown in the plot above in its two 
dimensional form. 
2.3.2 Input Domain: 

The function is usually evaluated on the hypercube  ∈ 
[5.12, 5.12], for all i = 1, …, d. 
2.3.3 Global Minimum: 

 
2.3.4 Formula: 

 
2.3  Griewank Function: 

 

 
Fig: Griewank Fun ction 
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2.4.1 Dimensions: d 
The Griewank function has many widespread local minima, 
which are regularly distributed. The complexity is shown in 
the zoomed in plots. 
2.4.2 Input Domain: 

The function is usually evaluated on the hypercube  ∈ 
[600,600], for all i = 1, …, d. 
2.4.2 Formula: 

 
2.5 Ackley Function: 

 
Fig: Ackley Function 

2.5.1 Dimensions: d 
The Ackley function is widely used for testing optimization 
algorithms. In its two dimensional form, as shown in the 
plot above, it is characterized by a nearly flat outer region, 
and a large hole at the centre. The function poses a risk for 
optimization algorithms, particularly hill climbing 
algorithms, to be trapped in one of its many  local minima. 
Recommended variable values are: a = 20, b = 0.2 and 
c = 2π. 
2.5.2 Input Domain: 

The function is usually evaluated on the hypercube  ∈ 
[32.768, 32.768], for all i = 1, …, d, although it may also be 
restricted to a smaller domain. 
2.5.3 Formula: 

 
 

3. PROPOSED METHODOLOGY 
3.1   Particle Swarm Optimization (PSO) 
• Particle Swarm Optimization is a technique used to 

explore the search space of a given problem to find the 
settings or parameters required to maximize a 
particular solution. 

• PSO have been proposed two equations: 
 vid = vid + c1r1 (pid – xid) + c2r2 (pgd – xid) 
And the position is updated using: 
 xid = xid + vid  

 
  Fig: Flowchart of PSO 

3.2 Genetic Crossover 
A Genetic Algorithm (SGA) is a computational abstraction 
of biological evolution that can be used to solve 
optimization problems. In a Genetic Algorithm a 
population of candidate solution to an optimization 
problem is evolved toward better solutions. Crossover is of 
two types, Binary and Real Coded crossover. In this project 
linear crossover is used. 

 
Fig: Flowchart of GA 
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3.3 Linear Crossover 
Let (x1

(1,t) x2
(1,t) x3

(1,t) x4
(1,t) ….xn

(1,t)) and (x1
(2,t) x2

(2,t) x3
(2,t) 

x4
(2,t) ….xn

(2,t)) are two parent solutions of dimension n at 
generation t. 
It generates three offsprings: 
0.5(xi

(1,t) + xi
(2,t)) 

1.5xi
(1,t)  - xi

(2,t)) 
-0.5xi

(1,t) + xi
(2,t)) 

i = 1,2,…….,n 
3.4 PSO with Genetic Linear Crossover Operator 
PSO shares many similarities with evolutionary computing 
techniques in general and GAs in particular. PSO and GA 
techniques begin with a group of a randomly 9 Hybrid PSO 
and GA models generated population; both utilize a fitness 
value to evaluate the population. They update the 
population and search for the optimum with random 
techniques. 
• PSO algorithms have been successful in solving a wide 

variety of problems, their performance is criticized one 
certain aspects. 

• For example the problem of the loss of diversity after 
subsequent iterations which lead to premature 
convergence leading to suboptimal solution. 

• One of the simplest methods to overcome the problem 
of diversity loss is to capitalize the strengths of 
Evolutionary Algorithms (EA) and PSO together in an 
algorithm. Therefore crossover operator is being 
hybridized to the standard PSO algorithm. 

 
4. ALGORITHM 

1. Initialize variable  
 i:=0  
size:=0   
 dim:=0 
2 .do until i=max(number of function evaluation) 
3. do until size:=swarm size 
4. do until dim:= problem dimension  
modify velocity  
 modify position  
       end  
5.compute fitness (updated position) 
6.[? If needed] 
  update historical information for Pi & Pg  
  end for size  
7.if [crossover] 
  i) select two random particles as parent 
particles from the current swarm for   
                   crossover operation.  
  ii) Apply crossover 
       New offsprings  
8.if (new offspring  is better than worst parent  particle)  
  replace it. 
9.if  Pg meets problem required then terminate  
  end if  
  end if  
  end for i 
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